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Shortcut biases are reason for failures in computer vision

Background bias in image classification:

Predicted 
as Cow

Predicted 
as Dolphin



Shortcut biases are reason for failures in natural language 
processing

Parametric answer bias in question answering for 
retrieval augmented language models:

Studying Large Language Model Behaviors Under Context-Memory Conflicts With Real Documents (COLM 2024)



Intuition for mitigating shortcut biases by multiple 
hypotheses

Underspecified dataset = 
several features can be 
used to predict ground 
truth



Current diversification approaches were designed for 
small-scale datasets  

Diversify and Disambiguate: Learning From Underspecified Data (ICLR 2023)



On ImageNet scale they do not work

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)



On which samples models tend to disagree? 

Multilabel Subclass relationship Easy to confuse



How to find samples for disagreement within in-distribution 
(ID) data?
Idea: identify hard training samples with high 
cross-entropy (CE) and disagree on them

Do it via adaptive reweighting:

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)

- In the beginning of training <> is almost 0
- On the later epochs, for each sample <> is 

proportional to CE on this sample



Details on loss with adaptive weights. Hardness-based 
diversification regularizer (HDR).

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)



Stochastic sum allows to train ensembles of any size

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)



Results in OOD generalization

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)



Novel way to measure epistemic uncertainty

Idea: measure diversity of outputs as 
number of uniquely predicted classes 
instead of ensemble confidence (<>)

Discrete formula:

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)

Continuous approximation - predictive diversity score 
(PDS):



Results in OOD detection

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)



Conclusions

- Identifying samples for disagreement within ID data + stochastic sum enables 
scaling of diverse ensembles to ImageNet

- Diversify ensembles by making them disagree on hard samples
- Use PDS to measure epistemic uncertainty and detect OOD samples



Appendix



Ensemble benefits from diversification
When we average outputs of multiple models error is:

Mean Error of single model

Error of averaged model Variance of model outputs

If we want to make               small

For that we need to increase

While keeping             low   



More formally



Stochastic sum is an unbiased estimator

Scalable Ensemble Diversification for OOD Generalization and Detection (arXiv 2024)


