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LLMs Are Zero-Shot Problem Solvers  
— Just Like Modern Computers



What’s so special about LLMs?

• Scaling Laws?


• Not surprising

Scaling laws for neural language models, arXiv preprint arXiv:2001.08361. 2020



What’s so special about LLMs?

• Trained on LM task, zero-shot other tasks


• Not predicted from the smaller scale models


• Emergence? (Not that special)

Language models are unsupervised multitask learners, OpenAI blog. 2019.



Emergence is not a unique phenomenon!

• Discussed in physics & biology


• “More Is Different”



Emergence is not a unique phenomenon!

• Also not new in machine learning!


• Neuron -> Network


• Hopfield Networks



Actually, Modern Computer As Well

• Also zero-shot solver


• Not built for any specific program but as general purpose machines



A Tale of Two Zero-Shot Problem Solvers
Modern Computers (1936)

• Idea traced back to Alan Turing


• Universal Turing Machine  
(i.e., zero-shot)



A Tale of Two Zero-Shot Problem Solvers
Modern Computers (1939)

• Special Purpose Computer 

• One machine for one task



A Tale of Two Zero-Shot Problem Solvers
Modern Computers (1941-1945)

• Hardwired Programmable Computer 

• ENIAC


• Collection of different arithmetic units and 
switches


• Reprogram -> Manual Rewire


• Program is still part of the hardware



A Tale of Two Zero-Shot Problem Solvers
Modern Computers (1945)

• Stored-Program Computer 

• EDVAC


• von Neumann architecture


• Represent programs as data rather than as 
wiring setups


• Allowed computers to read and solve 
arbitrary programs for which they were not 
set up by wiring



A Tale of Two Zero-Shot Problem Solvers
Large Language Models (2002)

• Simplest Component (logic gate of LLMs) 
 

p(t) = p(t1)
N

∏
i=2

p(ti | t1, ⋯, ti−1)



A Tale of Two Zero-Shot Problem Solvers
Large Language Models (2002-2017)

• One model for one NLP task, e.g.: 

•  

•

p(answer |question)

p(Chinese |English)



A Tale of Two Zero-Shot Problem Solvers
Large Language Models (2017)

• Solved task specified by a special tag, 
e.g., <QA>, <MT> 

• ptask(output | input)



A Tale of Two Zero-Shot Problem Solvers
Large Language Models (2018)

• Task, Input, and Output represented in 
the same format  
(i.e., natural language) 

•  

• Cf. von Neumann architecture

p(output | task, input)



A Tale of Two Zero-Shot Problem Solvers
Large Language Models (2019)

• Language Modeling (GPT-2) 

• p(response |prompt)



Connecting the Dots



Connecting the Dots



Connecting the Dots



Fundamental Difference

• LLMs:


• More accessible but expensive due to informal reasoning


• Ambiguous and difficult to describe a problem precisely


• Computers:


• A world that is formally structured and logically well-defined


• Required to learn these formal languages in order to gain full access to 
computer’s problem solving ability



Lessons to Learn

• Computational ability is not as rare a property as we might think.


• E.g., Dropping a ball onto a surface



Lessons to Learn



Verbalized Computing?



Q&A

https://doi.org/10.1162/99608f92.da63c0cb

https://doi.org/10.1162/99608f92.da63c0cb

