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AI has achieved remarkable progress
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Despite this impressive performance, AI still has fundamental problems 

Math, coding, and reasoning tasks
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Problem: AI by default is notoriously non-robust

A tiny input perturbation can completely change a model’s prediction

+

?Model: 92% cat
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Model: 92% cat Model: 99% vending machine

A tiny input perturbation can completely change a model’s prediction

+

Problem: AI by default is notoriously non-robust

Malicious users can arbitrarily 

manipulate these models!
 



Similarly, LLM safety guardrails are also brittle
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5Does Refusal Training in LLMs Generalize to the Past Tense? (A et al., ICLR’25)

Similarly, LLM safety guardrails are also brittle

ChatGPT has 400M+ weekly users 

→ societal-scale risks
(misinformation, cyberattacks, terrorism, ...)

 



LLMs are now connected with external tools

OpenAI Operator Browser Agent (Jan 2025)
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Anthropic Computer Use Agent (Oct 2024)

OpenAI Deep Research Agent (Feb 2025)

Giving access to your computer, files, financial info creates many more concerns
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Key question: How do we make such 

AI models safe and aligned with our values?
 

This increases the potential for intentional and accidental harms!

Some of these tools operate in the physical space



1. foundational understanding of state-of-the-art models
controlled experiments, simplified models, interpretability → better guardrails via Circuit Breakers

2. principled and effective evaluation methods
robustness guarantees, stronger adversarial attacks → Square Attack, random search, prefilling

3. comprehensive benchmarks
key for steering progress in AI safety → RobustBench, JailbreakBench, AgentHarm, OS-Harm 

4. research with frontier organizations
pre-deployment testing and open research → OpenAI, Anthropic, UK AI Safety Institute
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I focus on technical solutions for evaluation and prevention of AI risks
a key challenge: we need robust guardrails to prevent the risks

My work on responsible AI
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Q1: Which minima generalize better

• effect of the implicit regularization of SGD (ICML ’23)

• analysis of sharp vs. flat minima (ICML ’23)

• modern role of weight decay (NeurIPS ‘24)

Q2: Sharpness-aware minimization

• understanding SAM (ICML ’22) 

• low feature rank bias of SAM (NeurIPS ’23)

Q3: Generalization in LLMs

• data selection for instruction following (ICML ’24) 

• in-context learning vs. instruction fine-tuning (ICLR ’25)

My past work on generalization in deep learning

Important for responsible AI in a broader sense
(happy to talk about it afterwards!)



Alignment of autonomous LLM agents 
need new algorithmic solutions for safety and monitoring

 

Identification and mitigation of emerging risks
larger and more capable model can lead to new concerns

 

Foundational understanding of frontier models
out-of-distribution generalization, interpretability, transparency

10

AgentHarm (A et al., ICLR ’25), 

collaboration with the UK AI Safety Institute

Future agenda: AI safety and Alignment

Academia plays a special role: providing an indepen-

dent picture and focusing on longer-term problems
Copyright violation in frontier LLMs 

(Freeman et al., NeurIPS WS ’24)

vs.



How well can we align LLM agents with representation-based methods?
using both test-time (e.g., activation steering) and training-time interventions (e.g., Circuit Breakers)

 

How to achieve robust compliance of AI models with a specification?
a key unsolved problem — important for compliance with acceptable usage policies, legal documents, etc.

What are the empirical laws governing the safety of LLMs?
what’s the impact of model scale, test-time compute, quality of fine-tuning data, etc.?

What should we do with open-weight models?
it’s very easy to remove current guardrails via fine-tuning — is safety even possible in this setting?

 

Can we derive robustness guarantees for AI safety?
possible for ℓ𝑝-bounded adversarial examples, but how would meaningful guarantees look like for LLMs?
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Concrete future questions



Concluding remarks (a bit opinionated…)
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Thank you! Looking forward to your questions.

1. AGI (whatever that means) is coming and we are underprepared

2. Still some roadblocks to AGI: continual learning, memory, vision

3. Societal dimension: disruptions due to job displacement, overregulation vs. 

underregulation, taxation of agents, rights for agents, AI companions

4. Political dimension: who will design AGI? what values will it have? who will 

control the supply chains for GPUs?

5. What can we do: models (OpenEuroLLM), guardrails (post-training, monitoring), 

steerability (generalization, interpretability), informing the public and 

policymakers (evals, leaderboards, reports), conceptual work (what happens if 

agents have memory / we give them rights / etc)
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